Brief Lecture on Logistic Regression

Example 1: RQ-> Effect of “X” on “Y” and also account for effect of “C” -> C stands for “Co-variates” 
1. Investigator has an independent variable of interest

Table 1. Bivariate analysis
	Factors
	Number
	% of event
	OR
	95%CI
	P-value

	Group
	
	
	
	
	0.376

	
Group A
	224
	12.5%
	1
	
	

	
Group B
	241
	15.4%
	1.27
	0.75 to 2.15
	

	Sex 
	
	
	
	
	

	
Male
	
	
	
	
	

	
Female
	
	
	
	
	

	Marital status
	
	
	
	
	

	
Single
	
	
	
	
	

	
Married
	
	
	
	
	

	
Widowed
	
	
	
	
	

	Age (in tertile)*
	
	
	
	
	0.xxx

	
17 – 22
	
	
	
	
	

	
23 - 27
	
	
	
	
	

	
?? - ??
	
	
	
	
	

	Severity
	
	
	
	
	

	
Mild
	
	
	
	
	

	
Moderate
	
	
	
	
	

	
Severe
	
	
	
	
	


* To assess if there is any departure from linear relationship

PLAN: Candidate variables that will be include into the initial model (Full model)
2. Grade A: Variables that all previous studies reported to be associated with the outcome

3. Grade B: Variables in Table 1 with p-value of < 0.2

Count the number of parameters (OR) to be estimated. If it is > 10 times of the outcome, you need to get rid of some variables that is less meaningful. This is to prevent “OVER FITTING” 

4. Consider to investigate 1-2 interaction effects
5. Start with fitting the FULL model

· Y = a + b1X1 + b2X2 + … pXp + bp+1X1*X2
6. Store the Log-likelihood 

7. Fit a reduced model -> Examine the effect of the highest order term, i.e., the interaction term

8. Test if the removed variable, i.e., the interaction term, has an effect to the model by LR Test 

· If p< 0.05 -> use the previous model

· If p>0.05 -> proceed with the reduced model

9. Fit the next reduced model -> the model without the variable(s) with largest p-value

Roles of the co-variates

1. C plays no roles in the association between X and Y -> we can ignore C
2. C is a confounder of the association between X and Y -> we need to include C in the model
3. C is an effect modifier of the association between X and Y-> we need to report the effect of X on Y for each subgroup of C
Table 2. Multivariable analysis

	Factors
	Number
	% of event
	Unadj_OR
	Adj_OR*
	95%CI
	P-value

	Group
	
	
	
	
	
	

	
Group A
	
	
	
	
	
	

	
Group B
	
	
	
	
	
	

	Sex 
	
	
	
	
	
	

	
Male
	
	
	
	
	
	

	
Female
	
	
	
	
	
	

	Marital status
	
	
	
	
	
	

	
Single
	
	
	
	
	
	

	
Married
	
	
	
	
	
	

	
Widowed
	
	
	
	
	
	

	Age (every 10 years increase)
	
	
	
	
	
	

	Severity
	
	
	
	
	
	

	
Mild
	
	
	
	
	
	

	
Moderate
	
	
	
	
	
	

	
Severe
	
	
	
	
	
	


Example 2: RQ-> Factors affecting “Y” -> to find significant predictors
Example 3: RQ-> Model for prediction of “Y” -> to develop a scoring system or prediction tool
· Developing set -> fit the model

· Assess discrimination ability based on ROC curve

· Simplify the model

· Assess the diagnostic performance based on the optimal cut-point
· Validating set -> validate the model
Points of cautions

· Linear relationship

· Multi-collinearity -> consider all candidate variables that there is no variable measure the same thing in the same model

· Over fitting

· Inclusion of a variable with large missing value

· Inclusion of a polytomous variable with some categories had small frequency or rare outcome 

· Inclusion of a variable with some outliers -> can be detected after the final model by means of assessing the outlier or the deviance

· Model misspecification

· Omit some known confounders

· Inclusion of inappropriate format of variables

· Inclusion of a continuous variable that has non-linear relationship with the outcome

